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Abstract This work presents new developments of the
moving-domain QM/MM (MoD-QM/MM) method for
modeling protein electrostatic potentials. The underlying
goal of the method is to map the electronic density of a
specific protein configuration into a point-charge distribu-
tion. Important modifications of the general strategy of the
MoD-QM/MM method involve new partitioning and fitting
schemes and the incorporation of dynamic effects via a
single-step free energy perturbation approach (FEP). Selec-
tion of moderately sized QM domains partitioned between
Ca and C (from C=O), with incorporation of delocalization
of electrons over neighboring domains, results in a marked
improvement of the calculated molecular electrostatic
potential (MEP). More importantly, we show that the
evaluation of the electrostatic potential can be carried out
on a dynamic framework by evaluating the free energy
difference between a non-polarized MEP and a polarized
MEP. A simplified form of the potassium ion channel
protein Gramicidin-A from Bacillus brevis is used as the
model system for the calculation of MEP.

Keywords Molecular electrostatic potential .

Moving-Domain QM/MM . Polarization

Introduction

Electrostatic interactions play a critical role in many
biologically important processes involving proteins [1–3].

Examples of events that are controlled or modulated by
electrostatic effects are enzymatic reactions [4–6], protein-
ligand binding [7–9], and ion-selectivity in transmembrane
channels [10–12]. The use of first principles methods to
describe such events is clearly prohibited. This problem
motivated the development of classical molecular mechan-
ics (MM) force fields over the past 20 years. Although MM
force fields are today an invaluable tool in modeling
biologically relevant events [13–18], current implementa-
tions are based on empirical force fields that only
effectively describe the quantum mechanical energy sur-
face. One of the most critical approximations concerns the
treatment of electrostatic effects, which are simply defined
by Coulombic interactions between static charges. The
static nature of this approximation does not allow electronic
response (fluctuations of multipoles) due to changes in the
chemical environment. In a number of cases, such short-
comings preclude a quantitative comparison and interpre-
tation of experimental observables [19, 20]. In recent years,
development of a new generation of polarizable force
fields, able to treat electronic response, has been the subject
of intense exploration [19–27]. A common philosophy of
these methods is that any required parametrization (e.g.,
atom polarizabilities, electronegativities, etc.) is done a
priori for a target set, with the assumption that polarization
phenomena will emerge for a general biomolecular system.

A different approach lies within the field of linear-
scaling semiempirical methods, which by construction
include electronic response to the changes in the chemical
environment (including bond breaking) [28–31] and are
able to treat thousand of atoms. A liability of semiempirical
methods is that their implementation on a dynamical
framework for large biomolecular systems can lead to
unrealistic conformations (e.g., distorted protein secondary
structure, untwist of protein α helices) [32, 33]. Neverthe-
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less, further development of semiempirical methods applied
to protein conformation and MEP derived properties is a
subject of continued interest [34, 35].

With the goal of obtaining accurate electrostatic potentials
that are specific to a particular protein and are derived from
first principles methods (density based or wave-function
based), we have [36] recently proposed a self-consistent
protocol that exploits the intrinsic architecture of QM/MM
calculations, in particular that of the ONIOM method [37–
39]. The method is analogous to that proposed by Gao for
the simulation of liquids, in which QM/MM is used to
determine the wave function of individual molecules [40–
42]. The QM/MM protocol proposed by Gascón et al.,
termed moving-domain QM/MM (MoD-QM/MM), parti-
tions a large molecular system into a number of molecular
domains (typically one or two amino acid residues per
partition) and iteratively performs a set of QM/MM
calculations redefining the QM region in each iteration.
Since each QM/MM calculation is performed within the so-
called electronic embedding (EE) approach [43], the QM
regions are polarized by the MM region. Therefore, a
mapping of the electronic density of each domain into a
distribution of monopoles (or multipoles in general) provides
electronic response to the specific chemical environment of
each domain. As expected, MoD-QM/MM inherits the
critical problem associated with boundary effects typical of
QM/MM methods. In addition, the MEP calculated from
MoD-QM/MM is non-transferable to other protein confor-
mations beyond those near the reference conformation used
in the self-consistent procedure, since implementation of the
method at each step of a molecular dynamics (MD)
simulation would be impractical. To address these issues,
this work presents new strategies to optimize boundary
schemes in QM/MM calculations and explores optimal
conditions to incorporate dynamical effects via a free energy
perturbation approach (FEP). The system chosen to examine
these new strategies is a reduced model of the gramicidin
A (gA) channel, whose structure has been solved at
high resolution [44, 45]. The interest in exploring polariza-
tion effects in biological ion channels is based on the need
of obtaining quantitative comparison with conductivity
measurements, which are currently reproduced only semi-
quantitatively by standard force fields [11, 46].

Section QM/MM method of this paper describes the
moving-domain QM/MM method and outlines different
cutting schemes for the QM-MM boundary. Section Protein
channel model describes the ion channel model used for the
calculation of MEP, and Sect. MD simulations describes the
MD simulations carried out with the MM reference potential.
Section Result explores the various cutting schemes as
judged by comparing the MEP to full quantum mechanical
calculations and Sect. Towards the incorporation of finite
temperature effects outlines the strategies to perform a single

step free energy perturbation evaluation to change from the
MM surface to the MoD-QM/MM surface. This section also
discusses convergence issues associated with the free energy
perturbation approach. Section Conclusion summarizes the
results and concludes.

QM/MM method

QM/MM hybrid methods partition the system into QM and
MM layers. Within the so called electronic embedding
approach (EE) [43], the electrostatic influence of the
surrounding molecular environment is explicitly consid-
ered. The particular methodology used in our study is the
ONIOM-EE approach [37–39]. In this approach, a small
molecular domain, called region X, is treated according to a
rigorous ab initio quantum chemistry method, while the rest
of the system, region Y, is treated according to a MM force
field. For systems where both regions are covalently
bonded, the covalency of the frontier QM atoms is
completed according to the link-hydrogen atom scheme
[37]. The QM/MM energy is obtained via an extrapolation
approach according to three independent calculations:

E QM=MMð Þ ¼ E QMð ÞXþE MMð ÞXþY�E MMð ÞX ; ð1Þ
where E(QM)X is the energy of region X at the QM level,
E(MM)X+Y is the energy of the entire system at the MM
level, and E(MM)X is the energy of X at the MM level. In
the EE approach electrostatic interactions between X and Y
are considered in each of the terms of the right hand side of
Eq. (1), so that electrostatic interactions are cancelled out at
the MM level, but remain at the QM level. On the other
hand, Van der Waals interactions between X and Y are only
considered at the MM level (in the term E(MM)X+Y). Since
the QM region interacts with the MM environment,
calculation of atomic charges, derived from the QM
electronic density, are polarized by the MM region.

MoD-QM/MM

MoD-QM/MM involves a decomposition of the system into
molecular domains. These domains are sequentially treated
as quantum mechanical layers embedded in a molecular
mechanics environment that polarizes the QM region. The
main goal is to obtain a distribution of atomic charges that
describes the proper polarization of the individual molec-
ular fragments according to the total electric field of the
specific protein of interest. For systems for which the
monopole approximation is not appropriate, the method can
be easily extended to obtain higher multipoles. It is, in fact,
well documented that an atom can present well marked
positive and negative regions [47]. In any case, the
underlying philosophy is to compute the most reliable
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electrostatic interactions in the specific biomolecule of
interest, as opposed to obtaining average atomic charges
that only approximately describe the electrostatic interac-
tions in a large number of proteins. Therefore, while
accurate, the computed electrostatic potential is most useful
for describing electrostatic interactions associated with the
system near the configuration chosen in the implementation
of the protocol. The MoD-QM/MM protocol begins with
the partitioning of the system into n molecular domains of
suitable sizes for QM/MM calculations. To describe the
different cutting schemes, it is assumed that each molecular
domain consists of a molecular fragment of an average
sized amino acid. However, there is no restriction on the
size and chemical nature of the domains. Starting at the
residue R1 as the first QM domain, while the rest is MM,
the distribution of electrostatic-potential (ESP) atomic
charges in R1 is obtained by performing a single point
QM/MM calculation using electronic embedding. The QM
layer is then moved from R1 to another residue R2 and the
polarized distribution of charges in R2 is obtained analo-
gously. The calculation on R2 considers the updated charge
distribution previously computed for R1. The QM/MM
polarization is implemented for all residues in the protein,
R1, …Rn and the cycle is repeated until the values of
atomic charges converge [36]. Figure 1 illustrates the MoD-
QM/MM protocol as applied to a simple molecular
structure with n residues. The surfaces represent the QM
regions in QM/MM calculations. Regions with updated
charges are represented with ball-and-sticks diagramas.

Preliminary results obtained by applying the method to
various protein systems show that the distribution of
charges converges in a small number of cycles, independent
of the size of the protein, and independent of the order in

which individual domains are polarized [36]. Thus,
provided that a finite cutoff for non-bonded interactions is
implemented, the resulting method scales linearly with the
size of the protein. The current application of MoD-QM/MM
exploits the architecture of the ONIOM method [37–39],
as implemented in Gaussian 03 [48]. The program that
carries out the self-consistent polarization, MODQ3M, was
written in our laboratory.

Cutting schemes in QM/MM

In the ONIOM-EE approach used in this study, the QM
domain is treated at the HF/6–31g* level while the rest of
the system is treated with molecular mechanics, starting
from the AMBER-99 assignment of charges for the amino
acid residues. The final converged charge distribution is
actually independent of the initial distribution of charges.
On the other hand, as discussed later, one can also start with
a particular unpolarized distribution of charges and restrain
the charges derived by MoD-QM/MM to this initial
distribution. Partitioning a system into individual molecular
domains requires a proper treatment of the boundary
between the layers. In MoD-QM/MM, the covalency of
frontier atoms is completed according to the standard link-
hydrogen atom scheme.

Figure 2 presents the different types of partitioning
schemes explored in this study. In Scheme 1 the boundary
between the QM and MM region is placed on the amide
bond (Fig. 2, top left). In Scheme 2 the boundary is placed
on the bond between the Ca and carbonyl carbon (Fig. 2,
top right). In both Scheme 1 and 2 the fitting procedure is
carried out by restraining the total charge of region 1 to be
equal to the total charge of the QM domain (Q). Therefore,
charges on region 2 must add up to zero. These conditions
are expressed in the following equations:

XM
i¼1

qi ¼ Q ð2Þ

XN
i¼Mþ1

qi ¼ 0 ð3Þ

where N is the total number of atoms in the QM domain
(amino acid plus link atoms), and M is the number of atoms
in region 1. An alternative fitting method is one in which
the calculation of ESP charges is carried out with the single

restrain
PN
i¼1

qi ¼ Q. However, in order to conserve charge

after subsequent QM/MM calculations on neighboring
domains, the total charge of region 1 is forced, a posteriori,
to add up to Q. This can be simply accomplished by
shifting the charge of the link atoms into the atoms to which
they are attached. This shifting scheme turns out to be

Fig. 1 Schematic representation of the MoD-QM/MM method. Green
surfaces represent the QM region in QM/MM calculation. Colored
balls and sticks represent regions with updated charges
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substantially better than the scheme represented by Eqs. 2
& 3, as far as reproducing the MEP of a polypeptide
compared to a full QM benchmark. This is the fitting
procedure used in the present work for Schemes 1 and 2.
Scheme 3 utilizes a cutting scheme similar to Scheme 2
with an additional feature that enables, in an implicit way,
delocalization of electrons over neighboring domains. In
Scheme 3 partitions are redefined by grouping three
consecutive domains (or two if the original domains include
a terminal residue). The fitting of ESP charges is done by
restraining the total charge of the central domain to the
charge of that amino acid. More importantly, updating of
charges is done only on that central domain. Although
Scheme 3 is computationally more expensive, it avoids
boundary effects by implicitly incorporating delocalization
of electrons over neighboring domains. Delocalization is
only implicit because the total charge on the central domain
is still restrained to be an integer. Similarly to Eqs. 2 & 3
the charge constraints for Scheme 3 are:

XM
i¼1

qi ¼ Q ð4Þ

XN
i¼Mþ1

qi ¼ Q2 ð5Þ

where Q1 is the charge of the central domain (region 1), Q2

is the total charge of neighboring domains (region 2), and
Q = Q1 + Q2.

Protein channel model

The gramicidin model is based on the X-ray structure with
access code 1MAG. To compare with full QM calculations,
only one monomer was considered, while Trp, Leu, and Val
amino acids were mutated to Ala (modification of the side
chains, only affects the outside of the channel). The
resulting model contains 149 atoms suitable for a full QM
benchmark calculation (see Fig. 3). The sequence of amino
acids in the model is A-GA-AA-AA-AA-AA-AA-AA. As
indicated by “-“, the channel is partitioned into eight
domains. The first domain is A, the second is GA, and all
remaining six domains consist of two Ala residues. Despite
that all side chains are non-polar, the backbone is still
susceptible to polarization by the ion. It is important to
remark that the purpose of this study is to fine tune the
moving-domain QM/MM computational protocol to repro-
duce ab-initio quality MEPs, and not to model specific
features of gramicidin channels. All calculations were
performed along the internal axis of the channel with
potassium ion located at the center of mass of the channel.
The geometry chosen for obtaining charges and calculating
the MEP corresponds to snapshots of the MD simulations
described below. The channel’s principle axis of inertia was
placed along the Z axis. The top of the channel was placed
at z = 0. Thus, the MEP along the Z axis is defined as:

u zð Þ ¼
XN
i¼1

qi
Ri � rzj j; ð6Þ

where Ri are the positions of the channel atoms, rz are
position vectors along the Z axis, and the sum goes over the
atoms on the peptide chain (N = 149). The benchmark
quantum chemistry calculation is an ONIOM-EE calcula-
tion with the entire polypeptide in the QM layer while the
potassium atom was defined as the only MM atom. Since
the MEP is calculated from the charges that belong to the
polypeptide, allowing charge transfer to and from the ion
would prevent a fair comparison with a force field
represented by a fixed set of charges. Although any level
of theory can be applied for the QM part, for a fair
comparison with the Amber force field, we use here HF/6–
31g*, which is the method and basis set used in the force
field parametrization [16].

MD simulations

Molecular dynamics simulations were carried out at 300 K
using the NVT ensemble for 300 picoseconds. After the first
100 ps, snapshots were saved at intervals of 0.1 ps. To
maintain the structural integrity of the channel, atoms were
restrained near their original X-ray positions. Atoms within
a 1 Å radius from their original structure are free to move.

Fig. 2 Representations of the regions used in the fitting procedure for
each QM/MM calculation. Although domains are shown here
containing one amino acid, region 1 may actually contain more than
one amino acid, or any prosthetic residue
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A potassium atom was placed on the z-axis, roughly at the
center of mass of the channel. When atoms leave that
sphere they are restrained with a spring centered at their
original position with a force constant of 100 kcal/(mol Å2).
These 2000 saved configurations are used later for the
evaluation of the free energy difference of changing from
the reference MM potential given by the unpolarized set of
charges to the MM potential given by the MoD-QM/MM
charges. For evaluation of the MEP in the comparison of
different cutting schemes a snapshot of this MD simulation
is used. For the evaluation of the free energy profile, a
potassium ion was constrained on NP points along the Z-
axis at intervals of 0.2 Å. The free energy along the Z-axis
is defined as

F zð Þ � F0 ¼
Zz

0

@E

@z0

� �
z0
dz0 �

XNP

i¼1

@E

@z0

� �
z
0
i

Δz
0
i; ð7Þ

where F0 is defined as F(z = 0) and fi� @E
@z0

� �
z
0
i
is the

average of the z component of the force, at position z
0
i,

along the MD simulation. After 40 picoseconds of
equilibration, averages were calculated over 80 picoseconds
for each point on the Z-axis. The error in the free energy at

position zi is determined as σ zið Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPi
j¼1

Δz2j σ
2
fj

s
, where s2

fi

is the error of the average force at position zi. This error was
estimated as the standard deviation of the mean value
calculated over 10 different trajectories. Typical values of
σ(zi) are between 0.1 to 0.5 kcal mol-1.

Results

In general, the MEPs generated by the various MoD-QM/MM
schemes show a substantial improvement with respect to
the electrostatic potentials given by the force field Amber,
as compared to the benchmark quantum calculation. As
shown in Fig. 4, the MEP obtained via MoD-QM/MM
Scheme 1 closely reproduces the shape of the MEP curve
obtained from the benchmark calculation. Although the
overall root mean square deviation (RMSD) with respect to
the full QM calculation is just 1.2 kcal/mol/C smaller than

for the standard force field, the slope of the curve is better
reproduced by MoD-QM/MM. The curve generated via the
fixed-charge force field Amber deviates significantly in the
middle region of the channel where the positively charged
potassium ion is located. This clearly demonstrates the
importance of polarization effects in determining accurate
molecular electrostatic potentials. It is evident from the
figure that, at the start of the channel, the MEP is poorly
reproduced by MoD-QM/MM (differences can be as large
as 10 kcal mol-1). This region coincides with the location of
the smallest of the domains (a single Ala residue). This is
expected since boundary effects, inherent to the QM/MM
ONIOM-EE method, have a larger influence the smaller the
QM domain is. These boundary effects are mainly due to
two different problems. The first is the overpolarization of
the bond containing the link atom [49], which originates in
the treatment of the charge near the boundaries.

Various approaches aimed to reduce this overpolarization
effect have been proposed [50–55]. In particular, here we
use the default scheme implemented in Gaussian 03 in
which charges on atoms within one, two, and three bonds
from the QM boundary are set equal to zero. It is also
expected that this overpolarization effect be more critical if
the QM/MM cut is placed on a polar bond, such as the

0 1 2 3 4 5 6

Z (Å)

-190

-180

-170

-160

-150

-140

-130

M
E

P
 (

k
ca

l/
m

o
l)

Full QM (Target)

MM Amber ( RMSD=7.32897) 
MoD QM/MM Scheme-1 ( RMSD=6.12959)
MoD QM/MM Scheme-2 ( RMSD=4.68568) 

Fig. 4 Molecular electrostatic potential (MEP) generated by MoD-
QM/MM using cutting Scheme 1 (cut between amide bond) and
Scheme 2 (cut between Cα and C)

Fig. 3 Side and top views of
the ion channel model used in
the present study. Although the
Z-axis is shown here outside the
channel, it passes through the
center of mass of the channel,
located in its interior

J Mol Model



amide bond used in Scheme 1. It has, in fact, been pointed
out that cutting amide bonds can cause severe overpolari-
zation [56]. The second problem is not allowing for charge
transfer onto neighboring domains. These two problems
are, in some extent, addressed in the design of Schemes 2
and 3. MoD-QM/MM Scheme 2 partitions the amino acids
by breaking Ca-carbonyl carbon bonds. The MEP evaluated
using Scheme 2 shows a considerable improvement with
respect to Scheme 1, both in terms of RMSD and relative
fluctuations in the MEP (see Fig. 4). MEP calculated from
MoD-QM/MM Scheme 3 (see Fig. 5), which incorporates
charge transfer implicitly, shows a substantial improvement
over the other MoD-QM/MM schemes. The computational
cost of using Scheme 3 is about two to three times the cost
of using Schemes 1 or 2 (still within linear scaling). To
make a final comparison with a non-polarizable force field,
Fig. 6 shows the molecular electrostatic potential obtained
via Amber, MoD-QM/MM using Scheme 3, and the
benchmark calculation. Clearly, there is a major improve-
ment as a result of including polarization and delocalization
effects via MoD-QM/MM.

Toward the incorporation of finite temperature effects

The MoD-QM/MM method is in principle applicable for a
well-defined configuration of the protein or for configu-
rations near the reference conformation used in the
implementation of the method. Thus, due to the geometry
dependency of the method, the question is: can it be
implemented on a dynamic framework? Polarization of a
large size biomolecule (> 1000 atoms) at each step of a MD
simulation would be computationally very expensive, only
attainable with massive parallelization. On the other hand,
one can resort to free energy approaches that combine fast
sampling using approximate MM force fields with a less

frequent but more accurate evaluation using higher theory
levels such as QM or QM/MM [57–62]. The relevant
quantity to evaluate in these approaches is the average

F* � F0 ¼ �kT ln e
�β V*�V 0

�* +
0

ð8Þ

where F* is the free energy at the higher theory level (QM
or QM/MM), F0 is the free energy at the MM level, V*-V0

is the difference in energy between the two levels at a given
conformation, k is the Boltzmann constant, T is the
temperature and β=kT. The symbol hi0 indicates that
the average is evaluated using the partition function of the
reference potential V0. It is important to remark that the
formulation expressed by Eq. (8) is exact. Practical
evaluation of Eq. (8) is, however, extremely difficult due
to convergency problems [63]. Using a less accurate
reference potential comes to the expense of having a poor
correlation with the high theory energy surface, which leads
to extremely large standard deviations in the evaluation of
the statistical average of Eq. (8). Only when the energy
surfaces are highly correlated (V* is a perturbation with
respect to V0) then the average converges. In such cases,
Eq. (8) is usually used as synonymous of free energy
perturbation theory. The problem is that such situations do
not occur often in the transition from MM to QM or QM/
MM unless certain approximations are made [60–62]. We
propose here that, since MoD-QM/MM reevaluates the
electrostatic interactions, leaving all bonded interactions
and Van der Waals interactions intact, a free energy
perturbation approach would apply. Thus, the hypothesis
to explore is whether the average in Eq. (8) converges as a
result of using the charges obtained via MoD-QM/MM. As
a first attempt, we only evaluate the difference V*-V0 taking
into account the intermolecular coulombic interaction
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between the channel and the ion, which are the terms more
largely affected by polarization effects. Since all other terms
in the MM force field are left unchanged, the difference
V*-V0 is equal to E*-E0, where E* (E0) is the intermolecular
electrostatic energy (polypeptide-ion electrostatic interac-
tions). Figure 7 (left) shows the contribution of each of the
snapshots collected along the MD simulation (using
Amber) to the average of Eq. (8). In the calculation of
MoD-QM/MM charges for all these snapshots, fitting
Scheme 1 was used. The distribution of weights shows a
marginal convergence state, with about 8 configurations
contributing to 60% of the average e�b E��E0ð ÞD E

0
.

In order to improve convergence of this average we
added an additional constrain to the fitting Scheme 1. This
additional constrain is represented in the following
equation:

χ2 ¼
XNg

j¼1

uj � Uj

� �2 þXM
i¼1

wi qi � q0i
� �2

; ð9Þ

where Uj is the QM electrostatic potential at a grid point j,
Ng is the number of grid points around the QM domain
used to fit the MEP, uj is the MEP generated by the point
charges qi (to be determined), q0i are the initial Amber
charges, and wi is the weight for each of these additional

constraints. The fitting procedure is based on the analytical
minimization of χ2:

@χ2

@qk
¼

XNg

j¼1

2 uj � Uj

� � @uj
@qk

þ 2wk qk � q0k
� �

: ð10Þ

Solution of Eq. (10) for all qk, subject to the constraintPN
i¼1

qi ¼ Q, is referred as restrained fitting.

Fitting without the additional restrain to the Amber
charges is referred as unrestrained fitting. Figure 7 (right)
shows the statistical contribution to the average using the
restrained fitting. Here, a unique value for the weights has
been used wi ¼ w ¼ 0:15ð Þ:. Although adding more
restrains in the fitting of the electrostatic potential goes in
detriment of reproducing the target MEP, the value of the
weight used here still guarantees that the MEP of a full QM
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Table 1 Statistical properties of the average e�b E��E0ð ÞD E
0
at z = 6 Å.

sΔF and sΔE are the standard deviations of ΔF and ΔE, respectively

ΔF ¼ F*� F0 sΔF ΔE ¼ E*� E0 sΔE

Unrestrained
fitting

-33.2 7.1 -29.0 3.2

Restrained
fitting

-29.0 4.6 -19.8 2.1

All values are in kcal mol-1

J Mol Model



calculation is closely reproduced. As seen in Fig. 7 (right),
there is a substantial improvement in the quality of the
statistics, with about 16 configurations contributing to 60%
of the average. It is important to emphasize that using
poorly correlated potentials would result in a extremely
poor statistic, having in general only one configuration
contributing to the total average [60]. The statistical
properties of the average in Eq. (8) for both fitting schemes
are summarized in Table 1. As judged by the somewhat
large standard deviations, it is clear that there is still room
for improvement toward better statistics. A simple goal
would be to reduce the standard deviation in the free energy
difference (ΔF) to be at least as large as the standard
deviation for the difference in energy (ΔE). Nevertheless,
these results suggest that the calculation of a free energy
profile with the improved potential given by MoD-QM/
MM can be, in practice, carried out using a MM force field
within a free energy perturbation (FEP) approach. Figure
8 shows the free energy profile of a potassium ion along the
z-axis computed using the force field Amber via thermo-
dynamic integration and the corrected free energy using Eq.
(8). Although the free energy profile at the higher level of
theory is more rugged than it is at the MM level, there is a
clear distinction in the values of energy barriers and energy
difference between bound states. Moreover, since all
bonded and Van der Waals interactions are the same for
both potentials, these differences originated exclusively
from the treatment of electrostatic interactions.

Conclusions

We have discussed a number of improvements made to the
linear scaling MoD-QM/MM computational protocol that
can be used to calculate accurate molecular electrostatic
potentials of biomacromolecules. Selection of moderately
sized QM domains partitioned between Ca and C (Scheme
2), with incorporation of delocalization of electrons over
neighboring domains (Scheme 3), results in a marked
improvement of the calculated molecular electrostatic
potential (MEP). Although MoD-QM/MM is more suitable
for applications that do not require a dynamic representa-
tion of the protein, we have discussed a practical imple-
mentation to incorporate finite temperature effects. We
showed that a standard force field can be used as a
reference potential to perform dynamics, followed by
evaluation of the free energy difference between the
standard MM surface and the MoD-QM/MM surface. Such
an approach could be of major relevance to the calculation
of conductivity properties of ion channels, which currently
do not provide a quantitative comparison with experimental
data.
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